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The future ain’t what it used RC ==
to be
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Memory and Sensors Haei

> Primary memory >Moore’s Law drives sensors as well
> 1972: 1MB, 51,000,000 as processing and memory
= LN, RO > LSST will have a 3.2 Gigapixel camera
> 2005: 1MB, $0.40 ($400/GB)
> 2007: 1MB, $0.15 ($145/GB)
> 2009: 1MB, $0.015 ($16/GB)
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Carl Sagan

American Museum of
Natural History

Encyclopaedia Britannica
ERAPS at University of
Arizona

Paul Boyer

Barrow and Silk
Jean Heidmann
IGPP Symposium
Phillip Tobias

David Nelson

Goran Burenhult (ed.)
Johanson and Edgar
Modis 2002

Richard Coren
Modis 2003
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Emergence of New Problem Solving R( ==
Methodologies

Empirical
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Computing is increasingly important RC

> Systems Biology and Health

> Human Genome Project, Protein function, Virtual
Physiological Human, Blue Brain, ...

> Engineering
> Aerospace, civilian, automotive, domestic, ...

> Environment
> Climate, weather, pollution, ....

> Chemistry
> Drug design, novel pathways, ...
> Physics
> Particle Physics, Xray treatment, Astrophysics, ....

> Business
> Manpower planning, Logistics, Resource allocation
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Computing is increasingly RC

important
>Systems Biology and Health

> Human Genome Project, Protein function, Virtual Physiological Human, Blue
Brain, ...
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Core Technologies

>High Performance Computing
>Data Management
>Scientific Visualization
>Cloud Computing

>Scientific Workflows

SGl LiveArc:
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UQ HPC strategy R s

> Persistent services
> QRIScloud

>Very large tightly coupled
parallel jobs

> support NCG funded research;
> support emergent research or require local infrastructure;

>Loosely-coupled high throughput jobs;
>Large memory and high input-output (I0) jobs; and

> Accelerated computing platforms
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Persistent Services @ QRIS

cloud

A private cloud offering compute, data storage and data collection access to Queensland
research and its translation into real-world application

5,000 cores

Virtual labs
Community portals
Shared applications
Computation

.
.
.
.
.

18 PB resilient storage
Data collections

Sharing community data
Data-intensive computing
Medical imaging

Human genomes
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Very large parallel jobs

>Shared memory
>Non-uniform memory access
>Cache coherence
>0pen MP

>Distributed Memory
>Message passing
>MPI

>Domain decomposition

rcc.uq.edu.au
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Domain Decomposition in Bio RC ==
Engineering =
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Very large parallel jobs RC ==

>NCG funded research

>National Merit Allocation Scheme (NCMASEE =

>NCl
> Raijin: 84,000 cores
>UQ guaranteed 10M additional core hours per ye:
> Allocated by RCC and QCIF
>Pawsey
> Magnus: 35,712 cores
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Tightly coupled parallel jobs RC(E

>Tinaroo
>Smaller parallel jobs than NCI

>More dynamic workload than NCI

> Access mechanisms are optimised for rapid
account creation, which serves post graduate and
early career researchers well.

>Coupled to a significant data holdings

>~6000 cores
>50M core hours per year
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High Throughput Computing

>Similar processor technology

>Distributed memory
>Little bandwidth
>Multiple semi-independent jobs

>Cloud is very cost effective
> Cluster in a cloud

>Ensemble Studies (Nimrod/Kepler)
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Loosely-coupled high throughput jobs R( &

>QRIScloud

>National Research Cloud (NeCTAR)
>Research Data Storage Infrastructure (RDSI)

>Awoonga
>KVM based virtualisation
>~ 9M core hours per year
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Massive Memory

>Put lots of memory on each node
>What is the optimal size?

>Distributed Memory
>Message passing?
>CC-NUMA architecture

>Paying for cache coherence

>Distributed virtual memory
>No free lunch - locality
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Massive Memory Haei

>
- Processor
T
>Distributed Memory
>Message passing? |

>CC-NUMA architecture
>Paying for cache coherence

>Distributed virtual memory
>No free lunch - locality LARGE MEMORY SOLUTIONS
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Large memory and high input-output (s
(10) jobs

>FlashlLite
> High throughput solid state disk
> Large amounts of main memory
> Software shared memory

Xeon Processor E5-2600 v3 Overview

Cores: <
18 Cores each CPU Power Management:

Per Core P-State (PCPS)
Uncore Frequency Scaling
..... " ;3 . : (UFS)

Energy Efficient Turbo (EFT)
Predictive Power Limiting

2x L1/L2 cache bandwidth

Efficiency:

S Integrated Voltage Regulator for
Performance: platform power
Intel AVX 2.0 (2x FLOPS) efficiency

Bandwidth improvement Memory Technology:

for small p: S| -4xDDR4 channels up to 2133

32 byte rea g MT/s

32 byte write o Up to 50% lower power (3

higher DPC) and up to 35% lower
power (2 DPC) — supports 1.2V




Large memory and high input-output (10) S
iobs R((&

>FlashLite
>~ 70 compute nodes (~1600 cores)
> Dual socket Intel E5-2680v3 2.5GHz (Haswell)
>512 GB DDR-2
>4.8 TB NVMe SSD
>ScaleMP vSMP virtual shared memory
>Up to 16TB RAM

Xeon Processor E5-2600 v3 Overview

nce:
2.0 (2x FLOPS)




Accelerated Computing Platforms R((z#

>Distributed Memory
>Message passing
>MPI

>Domain decomposition
>General Purpose Graphics Processing Unit —

>Highly parallel

nterconnectiorn
Network

>Special purpose components for deep learning
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First NVIDIA Volta based
production system in Asia
Pacific, 3 in the world

.,
s,

slurm

workload manager

<ji’

A dual parallel filesystem approach
BeeGFS + GPFS, delivering 180GB/sec and
25m IOPS of sustained performance in
RDMA connected nVME flash

®
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re tensor

189,440 CU

W|ener dedicated ha

~4.3 petaFLOPS of accelerated
Compute capability; UQ’s
fastest HPC facility
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Deconvolution Accelerated EM Deep Learning & Al

100Gbit/sec EDR non-blocking
fabric; 1.9Tbit of combined signaling
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Data Data everywhere anytime ...
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MeDiCl

DDN |GRIDScaler

QRIScloud Combute and Storage Fabric
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MeDiCl unifies data access R s

Sync-and-share

--
----
--

DDN | GRIDScaler

Parallel
File
System

File shares




MeDiCl as a parallel file system R((z=

DDN SFA12KXE

FlashLite Parallel file system
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Accessing long term collections =

S EBBS am © )

~~~~~~~~ Automatically Recall

Full or partial file restore
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Second Tier Third Tier
Lower cost & performance Tape or VTL
capacity disk array Active Archive

DDN SFA12KXE SGI DMF Disk/Tape

FlashLite Parallel file system Long term data collections
THE UNIVERSITY
OF QUEENSLAND

AAAAAAAAA



MeDiCl Wide Area Architecture Haei

SGI DMF Disk/Tape

Automatically Recall
Full or partial file restore

Second Tier
Lower cost & performance

capacity disk arra;

Machine Long term data collections
Room

Network
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MeDiCl Wide Area Architecture Haei

SGI DMF Disk/Tape

Automatically Recall
Full or partial file restore

Second Tier
Lower cost & performance

capacity disk arra;

Machine Wide
Room Area
Network Network
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MeDiCl Wide Area Architecture Haei

SGI DMF Disk/Tape

R__ & R__———— & Automatically Recall
0 Full or partial file restore

Second Tier Third Tier
Lower cost & performance Tape or VTL
Active Archive

Receive Transmit Speed. 10G
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>Living on the exponential
>Science is changing
>Research Computing Centre
>UQ HPC Strategy

>MeDiCl Data fabric
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HOME CORE TECHNOLOGIES ~ INFRASTRUCTURE ~ THEMES
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COMMUNITY :

Subscribe to our mailing list

Email Address

First Name

Last Name

MEDIA & EVENTS ~

UQ HOME CONTACTS STUDY MAPS NEWS EVENTS LIBRARY MY.UQ

CONTACT SUPPORT SERVICE STATUS FAQS

Level 5,
The University of Queensland
St Lucia QLD 4072, Australia

Office Hours
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Phone: +61 7 336 58350
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